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This paper presents the experimental study and computational fluid dynamics (CFD) analysis on the effect of 
thermal radiation in the humid atmosphere inside the containment vessel. The experiment was conducted in the 
Containment InteGral effects Measurement Apparatus (CIGMA) facility at Japan Atomic Energy Agency 
(JAEA). The numerical analysis was carried out using the open-source CFD code OpenFOAM®. The initial 
gas condition inside the CIGMA containment consists of three gases, helium, air, and water vapor, at room 
temperature 30 °C and a pressure of 1 atm. Initial helium stratification was located 6 m above the bottom vessel, 
and its molar fraction was 55 %. The initial water vapor molar fraction was set to 0.1 % to minimize the thermal 
radiation absorption by the water molecule. Pure helium was injected through a nozzle from the top, leading to 
increased vessel pressure and a corresponding rise in gas temperature. The numerical validation at low water 
vapor, i.e., 0.1% H2O, was performed by comparing the transient profile of pressure, gas molar fraction, and 
temperature with the experimental data. A Weighted Sum of Gray Gases (WSGG) model was implemented in 
the OpenFOAM® solver. The numerical results showed a reasonable agreement compared to the experimental 
data. In addition, the numerical simulation with various water vapor mass fractions, i.e., 0.0%, 0.1%, 0.3%, 
0.5%, and 60%, was performed to analyze the effect of humidity on the radiative heat transfer. The predicted 
temperature was overestimated when the numerical model neglected thermal radiation. Therefore, it indicated 
that thermal radiation should be considered when modeling the containment thermohydraulic. 
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1. Introduction

During a postulated nuclear accident, a vast amount of
steam and hydrogen might be released inside the containment 
vessel. Accordingly, the investigations on gas transport 
and mixing in a containment vessel have become an 

important research topic to determine hydrogen-related 
risks [1]. Formerly, several national and international 
projects related to the hydrogen-related risks in nuclear 
containment vessels had been studied in different research 
facilities [2-4]. Those projects' experimental databases are 
essential for assessing the numerical modeling of nuclear 
reactor safety. Previous numerical computational fluid 
dynamics (CFD) analysis on the erosion of a stratified 
containment atmosphere by a vertical jet showed that *Corresponding author.
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Nomenclature 
D Diffusion coefficient [m2/s] 
G Total incident radiation [W/m2] 
g Acceleration due to gravity [m/s2] 
h Enthalpy [J/kg] 
p Pressure [Pa] 
Pr Prandtl number 
qr" Radiative heat flux [W/m2] 
S Source term 
Sc Schmidt number 
T Temperature [K] 
t Time [s] 
u Velocity [m/s]

Greek letters 
α Thermal diffusivity [m2/s] 
ρ Density [kg/m3] 
ν Kinematic viscosity [m2/s] 
λ Thermal conductivity [W/(m·K)] 
σ Stefan-Boltzmann constant [5.67×10−8W/m2/K4] ∇ Nabla-operator 

Subscripts 
eff Effective   
t Turbulent 
k  Species index 
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considering radiative heat transfer in the numerical model 
led to an improvement in the simulation results [5,6]. 
Therefore, it is very important to study the radiative heat 
transfer inside the containment vessel since steam has a 
large absorption coefficient in the infrared spectrum. 
Furthermore, the radiative heat transfer in the containment 
thermohydraulic as a separate test needs to be further 
investigated. Recently, under the framework of the 
OECD/NEA HYMERES-2 project, an experimental study 
on containment thermohydraulic phenomena which have 
safety relevance was performed in the PANDA facility at 
Paul Scherer Institute (PSI). One of the experiment series, 
i.e., H2P2, focused on the effects of radiative heat transfer 
on the thermal evolution of the containment atmosphere 
[7, 8].   

Numerical CFD modeling of radiative heat transfer 
inside the containment vessel is challenging since the 
presence of participating medium. Subject to the presence 
of non-gray gas, i.e., steam/H2O, the emission and 
absorption coefficient of H2O in the radiative transport 
equations (RTE) depends on the wavelength. Thus, steam 
is the main contributor to radiative heat transfer in the 
containment thermohydraulic. Typically, all spectral 
bands of H2O are required to resolve RTE (as described 
by a Line-by-Line model). The Line-by-line (LBL) model 
can deal with local variations in the concentration of the 
participating gas species [9]. However, the LBL model 
needs integration over the entire spectrum, which is 
computationally expensive for most engineering applications. 
As an alternative to evaluating the absorption/emission 
coefficient, the weighted sum of grey gases (WSGG) 
model was proposed by [10]. The WSGG model is a 
global spectral model in which the radiation spectrum is 
represented by a small set of gray gases with uniform 
absorption coefficients plus transparent windows [11]. The 
WSGG model is regarded as a reasonable compromise 
between the oversimplified grey gas model and a narrow 
band type model that considers particular absorption 
bands [12]. 

In this work, the thermal radiation experiment that is 
similar to one of the H2P2 series, i.e., H2P2_1_2, was 
performed in the CIGMA facility at Japan Atomic Energy 

Agency (JAEA). Later, the experimental data was used to 
validate the numerical CFD model. A 3D numerical CFD 
simulation was carried out using the open-source CFD 
code OpenFOAM®. The CFD simulation was performed 
to analyze the detailed effect of thermal radiation inside a 
large containment vessel. A Weighted Sum of Gray Gases 
(WSGG) model was implemented in the OpenFOAM® 
solver. The numerical validation at low water vapor, i.e., 
0.1% H2O, was done by comparing the transient profile of 
pressure, gas molar fraction, and temperature with the 
experimental data. In addition, the numerical model with 
various water vapor molar fractions, i.e., 0.0%, 0.1%, 
0.3%, 0.5%, and 60%, was simulated to analyze the effect 
of humidity on the radiative heat transfer. The pressure 
history, temperature, and molar fraction variations of 
water vapor are quantified and discussed. 

 
2. Methodology 

2.1. Experiment facility and initial boundary conditions 

Figure 1(a) shows the drawing of the CIGMA 
experimental facility at the Japan Atomic Energy Agency 
(JAEA). CIGMA containment vessel is a large cylindrical 
stainless steel with an inner diameter of the main 
cylindrical part of 2.5 m and an overall height of 11 m. 
The whole vessel is thermally isolated using rock-wool 
mats covered by reinforced wire mesh to avoid significant 
heat loss. The temperature and pressure boundary of the 
containment vessel can withstand up to 300 °C and 1.5 
MPa. The test section of CIGMA has many thermocouples 
(TCs), i.e., 650 TCs and capillary tubes (CTs), i.e., 100 
CTs to measure the temperature and gas concentration. A 
K-type thermocouple is used to measure both gas and wall 
temperature. A quadrupole mass spectrometer (QMS) 
with sampling tubes and a multiport rotating valve is used 
to measure gas concentrations. Please refer to our previous 
publications [13][14][15] for a more detailed description 
of the CIGMA facility. 

The thermal radiation experiment similar to the H2P2 
series [16] was conducted in the CIGMA facility. Figure 1(b) 
depicts the initial gas condition inside the containment 
that consists of three gases, helium, air, and water vapor, 

    

    
Figure 1.  (a) CIGMA experiment facility, (b) Initial condition of gases, (c) Numerical mesh, (d) Contour plot of helium molar fraction
and the location of the injection nozzle in the numerical model. 
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at room temperature of 30°C and a pressure of 1 atm. Initial 
helium stratification was located 6 m above the bottom 
vessel, and its molar fraction was 55%. The initial water 
vapor molar fraction was set to 0.1%. Pure helium was 
injected through a nozzle with a mass flow rate of 5.6 g/s 
from the top for 1200 seconds. The compression process 
leads to increased vessel pressure and a corresponding rise 
in gas temperature. The detailed experimental conditions 
are described in Table 1.  

The computational domain was discretized using a 
fully hexahedral mesh, employing the O-grid technique as 
depicted in Figure 1(c). The radial direction features a 
minimum cell size of 1.3 mm, while cells are more refined 
near the nozzle exit and center due to larger gradients (for 
example, velocity) within these regions. A mesh convergence 
study was conducted in our previous work, establishing 
that an average cell size of 50 mm × 50 mm × 75 mm in 
the x, y, and z directions respectively is the minimum 
prerequisite for grid convergence in the bulk region. The 
computational model comprises a total of 848,130 cells, 
with an average non-orthogonality of 4 and a maximum 
aspect ratio of 70, ensuring a fine and accurate representation 
of the physical phenomena involved. The initial conditions 
of the CFD model are set according to the experimental 
data, as shown in Figure (b). The computational domain 
was simplified by neglecting solid stainless-steel walls 
and internal structures, e.g., main nozzle injection. In 
addition, the helium injection nozzle was located in the 
center for simplification during the meshing process, 
and the injection line was not modeled, as shown in 
Figure 1(d). 

 
2.2. Numerical modeling and procedure 

The fireFOAM solver is employed in the present 
analysis. It is an open-source software package that was 
initially developed and maintained by FM Global based 
on the platform OpenFOAM®. The solver uses fully 
compressible flow formulation and solves the Navier-
Stokes equations using Favre-filtered quantities. The 
Reynolds-averaged equations for continuity, momentum, 
mass transport, and energy are described below. The 
bracket [ ] denotes the Reynolds-averaging operation, and 
the angle bracket < > expresses the Favre density averaging. 

 డ⟨ఘ⟩డ௧ + డ⟨ఘ⟩ሾ௨೔ሿడ௫೔ = 0  (1) 

డ⟨ఘ⟩ሾ௨೔ሿడ௧ + డ⟨ఘ⟩ሾ௨೔ሿൣ௨ೕ൧డ௫ೕ                   = −డ⟨௣⟩డ௫೔ + డడ௫ೕ ൜𝜇 ൬డሾ௨೔ሿడ௫ೕ + డൣ௨ೕ൧డ௫೔ − ଶଷ డሾ௨ೖሿడሾ௫ೖሿ 𝛿௜௝൰ − ⟨𝜌⟩ൣ𝑢௜ᇱ𝑢௝ᇱ൧ൠ   +⟨𝜌⟩𝑔௜                    
  

 డ⟨ఘ⟩ሾ௒ೖሿడ௧ + డ⟨ఘ⟩ሾ௨೔ሿሾ௒ೖሿడ௫ೕ = డడ௫೔ ቀ⟨𝜌⟩𝐷௞ డሾ௒ೖሿడ௫೔ − ⟨𝜌⟩ሾ𝑢௜ᇱ𝑌௞ᇱሿቁ   (3) 
 

 
The terms with a fluctuation component in Eqs. (2), (3), 
and (4) are expressed with the prime mark and modeled 
with a simple gradient diffusion hypothesis (SGDH) as 
follows 

 ⟨𝜌⟩ൣ𝑢௜ᇱ𝑢௝ᇱ൧ = −𝜇௧ ൬డሾ௨೔ሿడ௫ೕ + డൣ௨ೕ൧డ௫೔ − ଶଷ డሾ௨ೖሿడ௫ೖ 𝛿௜௝൰+ ଶଷ ⟨𝜌⟩𝑘𝛿௜௝  
 (5) 

 ⟨𝜌⟩ሾ𝑢௜ᇱ𝑌௞ᇱሿ = −⟨𝜌⟩𝐷௧ డሾ௒ೖሿడ௫೔ = −⟨𝜌⟩ ఔ೟ௌ௖೟ డሾ௒ೖሿడ௫೔    (6) 
 ⟨𝜌⟩ሾ𝑢௜ᇱℎᇱሿ = −⟨𝜌⟩𝛼௧ 𝜕[ℎ]𝜕𝑥௜ +෍  ே

௞ୀଵ ⟨𝑝⟩ሺ𝐷௧ − 𝛼௧ሻ[ℎ௞]𝜕[𝑌௞]𝜕𝑥௜  

   (7) 
 
The radiative heat flux in Eq. 4 is calculated as: 
 𝛻. ⟨𝑞ሶ௥ᇱᇱ⟩ = ⟨𝑎⟩ሺ4𝜎[𝑇]ସ − [𝐺]ሻ (8) 
 
Where ρ is density, xі and ui denote the distance and 

flow velocity in the i-direction, k = 1,2, ….. N and N is the 
number of total species, Yk is the mass fraction of gas 
species k and Dk is the molecular diffusivity of the mass 
fraction of species k in the mixture, νt, αt, Dt are 
turbulent/eddy viscosity, turbulent thermal diffusivity, and 
turbulent mass diffusivity. Turbulent/eddy viscosity νt is 
calculated with the formulation according to k-ω SST 
turbulence model. σ is the Stefan-Boltzmann constant, and G 

(2) 

𝜕⟨𝜌⟩[ℎ]𝜕𝑡 + 𝜕⟨𝜌⟩[𝑢௜][ℎ]𝜕𝑥௜                  

= 𝜕𝜕𝑥௜ ൝⟨𝜌⟩𝛼 𝜕[ℎ]𝜕𝑥௜ +෍ ே
௞ୀଵ ⟨𝑝⟩ሺ𝐷௞ − 𝛼ሻ[ℎ௞]𝜕[𝑌௞]𝜕𝑥௜ − ⟨𝜌⟩[𝑢௜ᇱℎᇱ]ൡ

+ 𝜕⟨𝑝⟩𝜕𝑡 − 𝛻. ⟨𝑞ሶ௥ᇱᇱ⟩                

 

(4) 

Table 1.  Experimental conditions. 

 Parameters Value 

Initial conditions before compression 

Pressure  1 atm 

Temperature 30 ℃ 

H2O 0.1 % 

Helium at the top vessel 55 % 

Compression  

A mass flow rate of pure helium injection 5.6 g/s 

Injection temperature 30 ℃ 

Injection time 1200 s 
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is the total irradiance. A unity Lewis number assumption 
is employed in the present model. Thus, the turbulent 
Prandtl number Prt was assumed to equal the turbulent 
Schmidt number Sct.  

The finite volume discrete ordinates model (fvDOM) is 
used to solve the radiative heat transfer equation. The 
WSGG model is linked to the FireFOAM solver and is 
modeled using a modified fvDOM developed by [17]. The 
modified fvDOM allows for banded or non-grey solutions 
of the radiative transfer equation (RTE). In the present 
analysis, the parametric database of [18] was used because 
it is reasonably accurate and simpler than another database. 

The Reynolds-averaged Navier-Stokes equations 
(RANS) model is employed in the present analysis. The 
numerical discretization of the governing equations is 
second-order accurate in time and space. The gradient 
terms are discretized by the central differencing scheme, 
and the divergence terms are discretized by the linear 
scheme with the total variation diminishing (TVD) 
scheme. The temporal term is discretized by the implicit 
backward Euler scheme. For the Radiative Transfer 
Equation (RTE) solution, 60 solid angles are used for 
angular discretization. The PIMPLE algorithm, which 
combines the PISO (pressure implicit with splitting of 
operator) and SIMPLE (semi-implicit method for pressure 
linked equations) algorithms, is used for coupling between 
velocity and pressure fields. The time step is adjusted to 
Δt = 0.005 s during the transient simulations, corresponding 
to the Courant number less than 1. 

 
2.3. Validation of the numerical model 

The numerical validation at low water vapor, i.e., 0.1% 

H2O, was performed by comparing the transient profile of 
pressure, gas temperature, and molar fraction with the 
experimental data, as shown in Figure 2. Figure 2 (a) 
shows the pressure comparison between experiment and 
numerical result during the helium compression for 1200 
s. The black line represents the experimental data, and the 
red line represents the numerical result. The numerical 
prediction on pressure shows a similar trend as the 
experimental data. The helium compression process leads 
to increased vessel pressure. However, the predicted 
pressure is overestimated compared to the experiment. 
The gas temperature at the end of the compression phase 
for the experiment and CFD simulation are presented in 
Figures 2(b) and 2(c), respectively. 

As expected, the helium compression process increases 
gas temperature below the helium layer. The small black 
dots in Figures 2(b) depict the location of the 
thermocouples in the CIGMA facility. The CFD result on 
the pressure rise shows qualitative agreement with the 
experiment. However, quantitatively, the CFD result on 
the gas temperature rise exceeds the experimental value. 
At t = 1200 s, the maximum gas temperature difference 
between CFD and the experiment reaches 30°C. This large 
temperature difference is mainly caused by the boundary 
condition at the wall surface. In the present model, the 
thermal radiation absorption by the wall surface is 
underestimated. In fact, the CIGMA wall surface was 
black painted, and it was confirmed in the experimental 
data that the inner wall surface temperature slightly 
increased during the compression phase. It suggested that 
the wall surface also absorbed the thermal radiation.  The 
transient evolution of helium gas at the vessel center axis 
is presented in Figures 3. As we can see in Figures 3, the 

   

   
Figure 2.  Comparison of CFD model with the experimental data (a) Validation of pressure history, (b) Experimental temperature 
contour plot at t = 1230 s, (c) Numerical temperature contour plot at t = 1200s. 

 
Figure 3.  Comparison of predicted helium profile with the experimental data at (a) t = 0 s, (b) t = 400 s, (c) t = 800 s, (d) t = 1200 s. 
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predicted helium molar fraction agrees very well with the 
experimental data. At t = 0 s, the maximum helium molar 
fraction in the top vessel is around 60%. Later, at t = 400 
s, the helium molar fraction in the top vessel becomes 98% 
because pure helium is injected from the top vessel. At t = 
800 s, we can observe that pure helium stratification 
moves downward. Finally, at the end of compression, i.e., 
t = 1200 s, the helium molar fraction reaches 100% above 
the elevation z > 7 m, followed by a steep gradient 
between elevation 3 m < z < 7 m. 

 
3. Results and discussion 

3.1. Effect of initial H2O molar fraction 

The numerical simulation with various water vapor 
molar fractions, i.e., 0.0%, 0.1%, 0.3%, 0.5%, and 60% 
H2O, was performed to analyze the effect of humidity on 
the radiative heat transfer. A large amount of water vapor, 
i.e., 60%, was selected because the steam content in the 
gas mixture might reach 60% or more during a severe 
nuclear accident [19]. Thus, in the case of 60% H2O, we 
expected that steam's heat absorption might play a 
dominant role in the radiative heat transfer.  

Figure 4 depicts the pressure history for various water 
vapor. At t = 1200 s, we can observe that the pressure with 
60% H2O is slightly lower than other water vapor molar 
fractions. It suggests that the radiative heat transfer does 
not significantly affect the pressure rise inside the 
containment vessel. 

Figure 5(a) depicts the helium molar fraction profile at 
the center axis for all various water vapor at the end of the 
compression phase, t = 1200 s. The pure helium injection 
from the top vessel caused the helium molar fraction at the 
top vessel to be 100 %, followed by a steep gradient 

between elevation 3 m < z < 7 m. There are no significant 
differences in the helium molar fraction profile for all 
various water vapors. It also suggests that the effect of 
radiative heat transfer on the gas mixture molar fraction 
inside the vessel is negligibly small. Figure 5(b) depicts 
the temperature profile at the vessel center axis for all 
various water vapor at the end of the compression phase, 
t = 1200 s. We can clearly observe that the gas temperature, 
at t = 1200 s, varies depending on the initial water vapor. 
Also, as expected, the highest gas temperature is observed 
at 0.0% H2O, and the lowest gas temperature is observed 
at 60% H2O. Figure 5(c) depicts the excess temperature 
where the temperature is normalized with the average 
initial temperature 𝑇ത଴  at the beginning of compression. 
The maximum excess temperature at 0.0%, 0.1%, 0.3%, 
0.5%, and 60% H2O is around 60°C, 44°C, 35°C, 32°C, 
and 12°C, respectively. It indicates that the rise of gas 
temperature highly depends on the initial water vapor. 
Therefore, the thermal absorption by water molecules is 
very important in evaluating the radiative heat transfer 
inside the containment vessel. 

 
3.2. Effect of thermal radiation 

The thermal radiation effect is evaluated by numerical 
simulation at water vapor molar fractions of 0.1% and 
60%, with and without the radiation model. The initial and 
boundary conditions are identical for both with the 
radiation model (hereinafter abbreviated as rad) and 
without the radiation model (hereinafter abbreviated as 
noRad). The main difference between those models is that 
the source term radiative heat flux was not included in the 
noRad model. Thus, in the noRad model, it is assumed that 
the radiation absorption by water molecules is not 

 

Figure 4.  Pressure history for various water vapor. 

 
Figure 5.  (a) Helium molar fraction profile at t = 1200 s, (b) Temperature profile at t = 1200 s, (c) Excess temperature profile at t = 1200 s. 
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considered. Figure 6 depicts the pressure history of both 
rad and noRad models. At t = 1200 s, the pressure of noRad 
model is slightly higher than rad model. Figure 7(a) and 
7(b) depict the gas temperature profile of both water molar 
fraction 0.1% and 60% H2O with rad and noRad models. 
We can observe in Figure 7(a) that the maximum 
temperature with noRad model at 0.1% H2O is 15°C 
higher than the rad model. Meanwhile, in Figure 7(b), the 
maximum temperature with noRad model at 60% H2O is 
40°C higher than the rad model. A significant temperature 
overestimation is observed when the water vapor content 
in the gas mixture is large, e.g., H2O = 60%. It indicates 
that neglecting radiative heat transfer in the numerical 
model leads to overestimating temperature. 

 

4. Conclusion 

A separate test on radiative heat transfer has been 
conducted in the CIGMA containment vessel at JAEA. In 
addition, a numerical CFD simulation using the RANS 
approach has been performed to evaluate the effect of 
thermal radiation inside the containment vessel. The main 
conclusions of the study are summarized as follows: 

1. CFD results on the pressure history with the WSGG 
model showed a reasonable agreement with the 
experiment. However, the predicted gas temperature 
was still overestimated since the thermal radiation 
absorption by the wall was underestimated in the 
present CFD model. 

2. The variation of water vapor molar fractions in the 
gas mixture had a small effect on the pressure rise 

and gas mixture composition during the compression 
phase. However, the variation of water vapor molar 
fractions in the gas mixture significantly affects the 
gas temperature. The temperature rise on the gas 
mixture decreased as the water vapor molar fraction 
increased. 

3. It was confirmed that neglecting radiative heat 
transfer in the numerical model led to a significant 
overestimation of gas temperature. Furthermore, the 
maximum temperature difference between the model 
with and without radiation was even more 
remarkable as the water vapor molar fraction inside 
the containment vessel increased. 
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