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Long Range Alpha Detectors (LRAD) have been recently used to measure alpha particles emitting contamination 
inside decommissioned channels. We studied the relation between six parameters (channel diameter, channel length, 
distance to radioactive source, radioactive strength, wind speed and flux) for LRAD measurement and the data on 
ionizing current. We found these parameters showing complex linear and nonlinear relationships to measuring results. 
To achieve the activity correction of alpha particles, a hybrid regression neural network approach is proposed. In this 
model, two linear regression models are used to capture linear characteristics while four nonlinear regression models 
based on neural networks are for nonlinear characteristics. Then the hybrid parametric regression approach is used for 
ensemble of these models based on the principal component analysis. The comparison of computational results of the 
approach with normal regression models confirms its clear advantage for dealing with this complex nonlinear 
correction. Thus, an integrated picture of alpha particle activity inside contaminated channels can be obtained. 

 
MG["YQTFU<"tgitguukqp."pgwtcn"pgvyqtm."cnrjc."cevkxkv{"cuuguuogpv."NTCF"

"

K0 Kpvtqfwevkqp" "
With the rapid development of nuclear industry over the 

last 50 years, nuclear decommissioning has become the hot 
topic within the industry worldwide. Most nuclear facility 
dismantling is involved in contaminated channel 
disassembling. Recently, a Long Range Alpha Detector 
(LRAD) technique has been used to measure alpha particles 
emitting contamination inside channels1)-7). LRAD 
measures ion charged produced by alpha particles in air, and 
has various advantages over conventional techniques1)-7). 
This technique provides an alternative method to measure 
alpha emitting contamination on internal surfaces of 
contaminated channels. When air is exposed to alpha 
radiation, charged ions are generated. The detector system 
collects the ions and counts the number of ions produced by 
the radiation. The number of ions is proportional to the 
amount of emitting alpha particles on the monitored surface. 
Thus the system can measure contamination on internal 
surfaces of channels. 

Normally, the result of a LRAD measurement depends on 
six parameters, i.e., channel diameter, channel length, 
distance to radioactive source, radioactive source strength, 
wind speed and flux. Our statistical analysis to LRAD 
measurement results indicates that the distance to 
(radioactive) source and the (radioactive) source strength 
approximately show linear relationships to  ion current 
while the rest parameters show nonlinear correspondence (to 
ion current). That means, there is a complex relationship 

between the parameter space and measuring results. 
Therefore, a nonlinear method should be used to deal with 
the LRAD data. To our best knowledge, this issue has been 
little studied using a hybrid method considering both linear 
and nonlinear characteristics so far. 

Artificial neural networks (ANN) have been recognized 
as more efficient models than conventional statistical 
forecasting ones for solving nonlinear issues. With regard to 
conventional methods, it is very difficult to find an 
appropriate mathematical function to describe this kind of 
complex nonlinear relationship in LRAD measurement. A 
great number of ANN models have been presented and 
applied to various fields in solving nonlinear issues from 
natural to man-made systems. Currently, hybrid forecasting 
models have also been developed to improve prediction 
accuracy. Bowden et al. presented two methodologies, 
namely partial mutual information and self-organizing map 
integrated with a genetic algorithm and general regression 
neural network [8-9]. Ashu et al. applied a hybrid neural 
network model for hydrologic time series forecasting [10]. 
Some recent studies clearly demonstrate that the hybrid 
model could provide an effective way to improve the 
forecasting accuracy achieved by either of the models used 
separately. 

Although hybrid ANN models have found many 
applications in a variety of areas, study of hybrid ANN 
models is little involved in the cases containing both linear 
and nonlinear patterns, especially, in the complex nuclear 
data processing. Based on excellent ANN research work in 
the literature and our experiments using the LRAD, this 
paper presents a hybrid regression NN (HRNN) model for 
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alpha particles activity assessment. The computational 
results of the HRNN approach have shown its clear 
advantage for dealing with this complex nonlinear problem, 
compared to normal regression ensemble models. 

This paper is organized as follows. In Section 2, linear 
and nonlinear regression models are presented to describe 
linear and nonlinear characteristics in the measurement 
system. The hybrid regression ensemble model is proposed 
to integrate the linear and nonlinear output. Section 3 
analyzes the results of LRAD experiments using the HRNN 
model, and compares with measured values. The conclusion 
is given in Section 4. 
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The proposed hybrid regression NN model includes the 
following steps: (1) two different linear regression models 
are used to get linear forecasting output; (2) four nonlinear 
regression models are adopted for nonlinear forecasting 
output; (3) the principal component analysis (PCA) method 
is used to extract ensemble members from linear and 
nonlinear forecasting output; (4) the proposed HRNN model 
is then used to combine the selected individual forecasting 
results into a hybrid parametric ensemble model. 
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To take account of both linear and nonlinear 
characteristics of independent variable, in LRAD 
experiments for channels, we adopt  two different linear 
regression models, i.e., partial least squares (PLS) regression 
[11-12] and multi recursive regression (MRR) [13] to 
capture the linear characteristics of this complex 
measurement system. With regard to nonlinear 
characteristics, four models including multi-layer 
perceptions based on the Levenberg-Marquard algorithm 
(MLP), the radial basis function network (RBF), and 2 
general regression neural networks (GRNNs) are used to 
describe the nonlinear patterns in the system. 
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The hybrid parametric regression (also known as 
semi-parametric regression) models have been widely 
applied to many fields such as economics and medical 
science14), and hybrid parametric regression is an emerging 
field that fuses traditional parametric regression and 
nonparametric regression methods. 

Suppose yi is the independent variable, xi is the m vector 
of covariates and zi is an unknown centered smooth function. 
The output yi depends on xi and zi through the following 
semi-parametric regression model 

 
yi = xiT ! + h(zi) + "i                  (1) 

where #" is a o vector of regression coefficients, and the 
errors $k"are assumed to be independent and follow 2(0, )P ! . 

V
kz "  is the parametrical part of model for epitaxial 

forecasting, and its objective is to control the independent 
variable trend. j*|k+ is the non-parametrical part of model for 

local adjustment so that it is better to fit response value. A 
solution can be obtained by minimizing the sum of squares 
equation 
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where % is a tuning parameter which controls the tradeoff 

between goodness of fitting and complexity of the model. It 
includes the following iterative procedures: 
(1) % is the n×n smooth matrix obtained from univariate 
cubic spline smoothing, without the parametric terms V

kz " . 
The transformation of an n-vector z to S% can be conducted 
in order of operations  
(2) Transforming y to ( )[ K U [#$ &! , and transforming Z  
to ( )Z K U Z#$ &!  
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The output vector [!  is then estimated by 
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(4) Selecting a value for the smoothing parameter #  based 
on the minimum of the generalized cross-validation (GCV) 
criterion 
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The trace of U# in Equation (7) can be computed using 
algorithms from spline smoothing 15). 
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As mentioned above, we determined six LRAD 
measuring for channel contamination, i.e., channel diameter, 
channel length, distance to (radioactive) source, 
(radioactivity) strength, wind speed and flux, and obtained 
corresponding result for alpha particle ionizing current  
which  directly reflects the degree of alpha particle 
contamination. Thus, the system includes 6 inputs and 1 
output. Totally, 400 sampling data were collected, among 
which 300 samples were used for model training, 80 samples 
for model testing and the rest 20 samples for prediction. In 
order to evaluate the effectiveness of the proposed method, 
two types of errors are adopted: normalized mean squared 
error (NMSE) and Pearson relative coefficient (PRC), as 
follows: 
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k{  is the original value, ˆk{  is the computational value. 
Smaller values of the NMSE indicate smaller deviations 

between original values and predicted values. The accuracy 
of the model is evaluated by the PRC. Larger values of PRC 
(maximum value is 1) correspond to better forecasting 
performance of the proposed model.  

ANN parameters were set as follows: the number of 
neurons in the hidden layer was the same number of input 
factor. The learning rate is 0.9; the momentum factor is 0.7; 
the iteration times are 1000; the global error is 0.001. 
According to the previous literature, there are a variety of 
methods for ensemble in the past studies. For the purpose of 
comparison, we have also built other two ensemble 
forecasting models: simple averaging16), simple MSE 
approach17).  

Vcdngu"3 and 4 summarize the NMSE and PRC errors for 
fitting to 300 training samples and 80 testing samples with 
different models, respectively. These values indicate the 
learning ability or quality of fitting. The PRC is an 
efficiency index and indicates that the proposed HRNN 
ensemble model is deserved to be confident. The results 
show that the HRNN ensemble model has better fitting 
performance than those of other ensemble models for the 
given data. 

 
Vcdng"3 Error comparison of ensemble models for training samples! 

Method NMSE error PRC error 

Simple Averaging 0.224 0.867 

Simple MSE 0.243 0.879 

HRNN 0.062 0.963 

 
Vcdng"4 Error comparison of ensemble models for  testing 

samples 

Method NMSE error PRC error 

Simple Averaging 0.327 0.822 

Simple MSE 0.386 0.846 

HRNN 0.081 0.947 
 
The more important factor to measure performance of a 

method is to check its forecasting ability of testing samples0"
Vcdngu"3 and 4" indicate that the HRNN model has the best 
generalization ability among three models. Hkiwtg"3 shows 
comparisons of results obtained from the three model and 
measured data for 20 testing samples. It is found that the 
proposed HRNN model can reach the best prediction 
accuracy. Nevertheless, one can see that the HRNN model 
has a room for improvement for prediction of extreme values. 
A future work will focus on improving prediction of extreme 
values. Using the proposed HRNN model, we can depict the 
picture of alpha particle activity inside a contaminated 
channel. 
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results of 20 samples with three models! 
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This paper introduced a hybrid regression neural network 

(HRNN) model to predict alpha particles activity inside 
decommissioned channels for nuclear decommission. The 
proposed model integrates linear and nonlinear regression 
models. The computational results indicate that the HRNN 
ensemble model can be used as an alternative solution for 
alpha particle activity correction. Once the six parameters 
are determined, the HRNN model will give an approximate 
output, thus, an integrated picture of alpha particle activity 
inside contaminated channels can be obtained. However, the 
model cannot exactly predict extreme values which would be 
improved in the future work.  

In this article, we used the known source strength and put 
it in a given position to measure ionizing values in order to 
check the feasibility of the proposed method. In practice, the 
distance or source strength is unknown and should be 
estimated from the ion current. Therefore, how to calculate 
the distance or source strength from the ion current in 
reverse is our next step work. 
"
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