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This paper describes code and methods development at the Oak Ridge National Laboratory focused on enabling 

high-fidelity, large-scale reactor analyses with Monte Carlo (MC). Current state-of-the-art tools and methods used to 
perform “real” commercial reactor analyses have several undesirable features, the most significant of which is the 
non-rigorous spatial decomposition scheme. Monte Carlo methods, which allow detailed and accurate modeling of 
the full geometry and are considered the “gold standard” for radiation transport solutions, are playing an ev-
er-increasing role in correcting and/or verifying the deterministic, multi-level spatial decomposition methodology in 
current practice. However, the prohibitive computational requirements associated with obtaining fully converged, 
system-wide solutions restrict the role of MC to benchmarking deterministic results at a limited number of 
state-points for a limited number of relevant quantities. The goal of this research is to change this paradigm by enabl-
ing direct use of MC for full-core reactor analyses. The most significant of the many technical challenges that must be 
overcome are the slow, non-uniform convergence of system-wide MC estimates and the memory requirements asso-
ciated with detailed solutions throughout a reactor (problems involving hundreds of millions of different material and 
tally regions due to fuel irradiation, temperature distributions, and the needs associated with multi-physics code 
coupling). To address these challenges, our research has focused on the development and implementation of (1) a 
novel hybrid deterministic/MC method for determining high-precision fluxes throughout the problem space in 
k-eigenvalue problems and (2) an efficient MC domain-decomposition (DD) algorithm that partitions the problem 
phase space onto multiple processors for massively parallel systems, with statistical uncertainty estimation. The hy-
brid method development is based on an extension of the FW-CADIS method, which attempts to achieve uniform 
statistical uncertainty throughout a designated problem space. The MC DD development is being implemented in 
conjunction with the Denovo deterministic radiation transport package to have direct access to the 3-D, massively 
parallel discrete-ordinates solver (to support the hybrid method) and the associated parallel routines and structure. 
This paper describes the hybrid method, its implementation, and initial testing results for a realistic 2-D quarter core 
pressurized-water reactor model and also describes the MC DD algorithm and its implementation. 
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I. Introduction1 

Current state-of-the-art tools and methods used to perform 
“real” commercial reactor analyses use high-fidelity deter-
ministic transport codes to produce few-group parameters at 
the assembly level for use in low-order methods applied at 
the core level. Monte Carlo (MC) methods allow detailed 
and accurate modeling of the full geometry and energy de-
tails, and are considered the “gold standard” for radiation 
transport solutions. These are playing an ever-increasing role 
in correcting and/or verifying the several-decades-old me-
thodology used in current practice. However, the prohibitive 
computational requirements associated with obtaining fully 
converged system-wide solutions restrict the role of MC to 
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benchmarking deterministic results at a limited number of 
state-points for a limited number of relevant quantities. A 
goal of current research at Oak Ridge National Laboratory 
(ORNL) is to change this paradigm by enabling direct use of 
MC for full-core reactor analyses. The most significant of 
the many technical challenges that must be overcome are the 
slow, non-uniform convergence of system-wide MC esti-
mates and the memory requirements associated with detailed 
solutions for reactor problems involving hundreds of mil-
lions of material and tally regions due to fuel irradiation, 
temperature distributions, and the need to couple with mul-
tiple physics packages. To address these challenges, our 
research has focused on development in the following two 
areas: (1) a hybrid deterministic/MC method for determining 
high-precision fluxes throughout the problem space in 
k-eigenvalue problems and (2) an efficient MC do-
main-decomposition (DD) algorithm that partitions the 
problem phase space onto multiple processors for massively 
parallel systems, with statistical uncertainty estimation. This 
paper describes the extension of the FW-CADIS1) method to 
variance reduction of MC reactor analyses and provides ini-
tial results for calculating group-wise fluxes throughout a 
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generic 2-D pressurized water reactor (PWR) quarter core 
model. This paper also describes a new MC DD algorithm 
developed specifically for this application to reduce commu-
nication cost and enable variance estimates. 

 
II. Hybrid Method 

Hybrid methods that utilize approximate forward and/or 
adjoint fluxes from deterministic transport calculations to 
generate variance reduction (biasing) parameters for accele-
rating fixed-source MC simulations have been developed 
and implemented at ORNL for use in SCALE2) and MCNP.3) 

The two principal hybrid methods used at ORNL are 
(1) Consistent Adjoint Driven Importance Sampling 
(CADIS)4,5) for optimization of a localized detector (tally) 
region (e.g., flux, dose, or reaction rate at a particular loca-
tion) and (2) Forward-Weighted CADIS (FW-CADIS) for 
optimizing distributions (e.g., mesh tallies over all or part of 
the problem space) or multiple localized detector regions 
(e.g., simultaneous optimization of two or more localized 
tally regions). FW-CADIS is an extension of the CADIS 
method, which has been used for more than a decade to 
dramatically improve the efficiency of MC simulations for a 
variety of fixed-source source-detector-type problems. See 
Refs. 4–10) for examples. The basis of the FW-CADIS me-
thod is the development of a function that represents the 
importance of particles to the objective of uniform MC par-
ticle density in the desired tally regions; the details of this 
method are described in Ref. 1). This method is significant 
in that it enables high-fidelity MC results for distributions 
(e.g., spatial dose distribution) in large phase space regions, 
a capability typically attributed only to deterministic me-
thods.  

Implementation of the FW-CADIS method for 
fixed-source simulations1) involves two deterministic trans-
port calculations: a forward fixed-source calculation 
consistent with the problem being solved, followed by a 
fixed-source adjoint calculation in which the adjoint source 
is weighted by the inverse of the forward distribution being 
sought. The adjoint function from the second calculation is 
used to calculate consistent space- and energy-dependent 
source and transport (weight windows) biasing parameters 
for use in the MC calculation. In contrast to the fixed-source 
problems for which CADIS and FW-CADIS were originally 
developed and applied, reactor analyses involve k-eigenvalue 
calculations to calculate space- and energy-dependent fluxes 
that may be coupled with depletion/decay calculations to 
simulate the burnup of nuclear fuel. Enabling MC reactor 
analyses requires the ability to perform eigenvalue simula-
tions that obtain sufficiently precise scalar fluxes for 
computing reaction rates throughout the reactor core. Thus, 
as with previous fixed-source applications, the goal of the 
FW-CADIS method for reactor analysis is to determine 
space- and energy-dependent distributions with acceptable 
statistical uncertainties throughout the entire problem space. 

With the FW-CADIS method, the adjoint source is 
weighted by the inverse of the forward distribution being 
sought, which in this case is the space-dependent, 

group-wise flux. Extension of the FW-CADIS method to 
eigenvalue problems requires a forward eigenvalue determi-
nistic calculation, as opposed to a fixed-source deterministic 
calculation, to compute approximate scalar fluxes for 
weighting the adjoint source in a subsequent fixed-source 
deterministic adjoint calculation in which fission is treated as 
capture. The adjoint function is then used to generate source 
and transport biasing parameters with the CADIS metho-
dology for the eigenvalue MC calculation, in which the 
optimization objective is not the eigenvalue, but rather the 
multigroup fluxes in fissionable regions. For this last step, it 
is necessary to use the fission source from the forward de-
terministic calculation to calculate the consistent source and 
transport biasing parameters. The steps to calculate the 
FW-CADIS weight windows for a 2-D quarter-core PWR 
model are visually illustrated in Fig. 1. In the initial imple-
mentation, rather than biasing the selection of the source 
particles as is done in fixed-source problems, the source par-
ticles are sampled normally (i.e., as in an analog simulation). 
The source particle weight is subsequently modified by the 
weight window. Investigations to evaluate this aspect of the 
implementation are planned for future work. 

The spatial fission distribution from the forward determi-
nistic calculation also can be used as the starting source 
distribution in the MC calculation to reduce the number of 
initial skipped cycles and help ensure reliable conver-
gence.11) 

 
1. Implementation 

Once the importance function is determined in the 
FW-CADIS method, the CADIS methodology is used to 
calculate consistent space- and energy-dependent biasing 
parameters as has been described elsewhere.4,5) This capabil-
ity is implemented and automated for fixed-source 
applications in the SCALE MAVRIC sequence which uses 
the SCALE Monaco code for multigroup MC calculations, 
and in the ADVANTG code12) which uses MCNP for conti-
nuous-energy MC calculations. Both MAVRIC and 
ADVANTG use the Denovo 3-D discrete ordinates code for 
the deterministic calculations.13,14) The FW-CADIS method 
for eigenvalue calculations described above has initially 
been implemented and tested in the ADVANTG code. 

 
2. Results 

To evaluate the effectiveness of the FW-CADIS method, 
it was applied to a generic 2-D PWR quarter core model 
(see Fig. 2). First, resonance-shielded and pin-cell homoge-
nized cross sections over eight energy groups (with 
boundaries at 20 MeV; 820 and 17 keV; and 3, 0.625, 0.275, 
0.15, 0.05, and 10-5 eV) were generated with SCALE.2) 
These cross sections were used in forward eigenvalue and 
adjoint fixed-source calculations with Denovo, using an S4 
level-symmetric quadrature set and a 181 × 181 × 1 spatial 
grid corresponding to pin-cells. With an inner iteration crite-
rion of 10-3 on the flux residual, the total time for the 
forward and adjoint deterministic calculations was 50 mi-
nutes. Continuous-energy MCNP5 simulations were then 
performed with and without biasing parameters from the 
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FW-CADIS method with 15,000 histories/cycle and 
50 inactive cycles starting from an initial fission source dis-
tributed uniformly across fuel pin centers. With the 
FW-CADIS parameters, 600 active cycles were completed in 
249 minutes. To generate results for a fair comparison, a 
conventional MCNP5 simulation was performed with a time 
limit of 299 minutes (the total time consumed by the 
FW-CADIS transport calculations) and completed 1,068 
active cycles. Results were generated using a mesh tally with 

pin-cell-sized spatial cells and eight energy bins. All calcula-
tions were performed using a single core of a machine with 
two 2.21 GHz quad-core AMD OpteronsTM and 16 GB of 
shared memory. 

In Fig. 3, the relative uncertainties of the tallied flux val-
ues in one of the thermal energy tally bins are plotted. The 
more uniform convergence obtained with the FW-CADIS 
method is clearly illustrated. The distribution of relative un-
certainties for tallied fluxes in all eight energy bins is shown 
in Table 1 and Fig. 4. (Only the tally cells within fuel as-
semblies are included in the results.) The conventional 
MCNP5 simulation does produce a significant number of 
tally cells with relative uncertainties of less than 1%, whe-
reas the FW-CADIS method produced no flux estimates 
converged to this level. However, as is the intention of the 
method, a much narrower range of uncertainties is produced 
with FW-CADIS (1.0–6.6% versus 0.6–16.2%). Conse-
quently, it would take ~322.8 hours for a conventional 
MCNP5 simulation to produce tally results in which all 
fuel-pin-bearing cells have relative uncertainties less than 
2%. With the FW-CADIS method, this objective can be 
achieved in ~45.4 hours, including the deterministic run time 
(a speed-up of 7.1). Analyses were performed with different 
numbers of histories/cycle, different numbers of active 
cycles, and a less-strict convergence criterion for the Denovo 
calculations. The speed-up was observed to be between 6 
and 10 in all cases. 

Based on our experience with fixed-source problems, 
where speed-ups of O(102-4) are common,4-10) we expect the 
speed-up to be larger for problems that are computationally 
more difficult. Hence, for problems with a larger variation in  

Fig. 1 Visual representation of the steps for calculating the FW-CADIS weight windows for the 2-D PWR quarter 
core model 

Step 1: construct deterministic model Step 2: solve deterministic eigenvalue problem Step 3: calculate FW adjoint source

Step 4: solve deterministic fixed-source problem Step 5: calculate weight windows 

Fig. 2 2-D PWR quarter core model 
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flux values, e.g., smaller or less homogeneous systems, 
and/or finer resolution in tallies, either in terms of space or 
energy, we expect speed-ups greater than those observed 
with this test problem.  
 
III. Monte Carlo Domain-Decomposition Algorithm 

The new MC DD algorithm extends an algorithm,15,16) 
developed for the National Nuclear Security Administra-
tion’s Advanced Simulation and Computing program, to 
address the challenges and exploit the characteristics of 
light-water reactor (LWR) simulations. The algorithm de-
composes the entire problem domain over a set of processor 
cores (e.g., 256 to 512 cores) that is small enough to be loca-
lized within a single physical cabinet (or rack), and then 
replicates the problem across multiple sets so that each set 
simulates an independent batch of particles. The benefit of 
this multi-level scheme is threefold. First, there is no com-
munication (message passing) between sets within a 
transport cycle. Second, the within-cycle communication 
that does occur takes advantage of the lower latency of 
within-cabinet communications (versus inter-cabinet com-
munications). Third, we can estimate statistical uncertainties 
based on the variance of the independent batches, a require-
ment not handled by existing domain decomposition 
schemes. This will eliminate the under-prediction of statis-
tical uncertainties due to cycle-to-cycle correlations between 
fission generations. 

 

Another important aspect of this new MC DD algorithm 
is that, within a set, the decomposed domains, referred to as 
blocks, are defined to overlap with one another to a signifi-
cant degree (e.g., by one-half to one assembly width) to 
reduce the number of particles that scatter back and forth 
between blocks, thereby reducing communication cost. The 
block size is defined to cover a portion of the problem space 
(e.g., 4 to 9 assemblies in the radial dimension) and the si-
mulated particle (fission) source is restricted to the central 
portion of the block (e.g., the center assembly in the block). 
To provide insight into the potential benefits of using over-
lapping regions, a study to evaluate block-to-block 
communication in a 2-D PWR core problem was performed. 
Table 2 provides the results of the study and demonstrates 
that overlapping regions can be effectively used to minimize 
the amount of block-to-block communication during a 

Fig. 3 Relative uncertainties in energy bin 5 (0.15 to 0.275 eV) 
computed using MCNP5 with (bottom) and without (top) 
FW-CADIS method 

Table 1 Number of space-energy flux tally cells by relative uncertainty (RU) interval using MCNP5 with and without 
the FW-CADIS method 

RU % MCNP FW-CADIS RU % MCNP FW-CADIS 
0 - 1 11,127 0  9 - 10 397 0 
1 - 2 31,670 38,233 10 - 11 212 0 
2 - 3 34,229 25,571 11 - 12 113 0 
3 - 4 16,382 41,652 12 - 13 55 0 
4 - 5 8,301 6,872 13 - 14 24 0 
5 - 6 4,674 227 14 - 15 13 0 
6 - 7 2,911 21 15 - 16 1 0 
7 - 8 1,651 0 16 - 17 1 0 
8 - 9 815 0    
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transport cycle. Hence, for this type of application, the use of 
overlapping regions can virtually eliminate the costs asso-
ciated with particles that scatter back and forth between 
blocks when no overlap is used. 

This new multi-level overlapping-region (MLOR) DD 
algorithm is illustrated in Fig. 5 and is currently being im-
plemented and tested within the Denovo radiation transport 
package. This permits direct access to the 3-D, massively 
parallel discrete-ordinates solver and its associated parallel 
routines and structure (to support the hybrid method and 
automated determination of domain boundaries to optimize 
load-balancing). Although implementation and testing are 
still under way, based on initial scaling studies this new 
MLOR DD algorithm is expected to significantly outperform 
existing algorithms. 

 
IV. Summary 

The FW-CADIS method for optimizing global distribu-
tions has been extended to k-eigenvalue calculations for 
reactor analyses and initially tested on a generic 2-D PWR 
core model. The method requires one forward and one ad-
joint discrete ordinates calculation to generate consistent 
source biasing and weight-window parameters for the sub-
sequent MC simulation. It does not require any modifica-

modifications to existing MC codes. Although further testing 
and analysis of results are still needed, the potential of this 
method to improve the efficiency and reliability of MC cal-
culations for reactor analyses appears promising. 

Additionally, a new MC DD algorithm has been devel-
oped that uses a multi-level set/block decomposition for load 
balancing and to reduce communication time/cost and over-
lapping regions to reduce communications. Initial 
implementation and testing indicate that this new MLOR DD 
algorithm should outperform existing MC DD algorithms for 
LWR analyses, and will enable variance estimation based on 
the variance of individual batches across sets.  

Planned next steps related to the hybrid method include 
(1) application to a 3-D core model, (2) implementation to 
automatically use the converged fission source distribution 
from the forward Denovo calculation as the starting source 
for the MC calculation, (3) optimization for directly calcu-
lating reaction rates, and (4) more thorough results analysis 
and testing. Planned next steps related to the MLOR DD 
algorithm include completing the initial implementation and 
thorough testing. 
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Fig. 5 Pictorial description of the multi-level overlapping-region (MLOR) parallel decomposition. Here the core 
geometry is decomposed into Ns = 4 sets. Each set has Nb blocks with overlapping regions such that the total number 
of parallel domains is Nb × Ns. Particles are decomposed across sets where the number of particles per set is Np,s = 
Np / Ns. Each block can define an overlapping domain (shown in inset) to reduce block-to-block communication for 
particles that scatter at the interfaces between blocks. Optimal block sizes will be a compromise between computa-
tional and parallel efficiency and problem size. 
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